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The Moderate Resolution Imaging Spectroradiometer (MODIS) on the Aqua platform has nine spectral
bands with center wavelengths from 412 to 870nm that are used to produce the standard ocean color data
products. Ocean scenes usually contain high contrast due to the presence of bright clouds over dark water.
About half of the MODIS Aqua ocean pixels are flagged as spatial stray light contaminated. The MODIS
has been characterized for stray light effects prelaunch. In this paper, we derive point-spread functions for
the MODIS Aqua ocean bands based on prelaunch line-spread function measurements. The stray light
contamination of ocean scenes is evaluated based on artificial test scenes and on-orbit data. © 2010
Optical Society of America
OCIS codes: 290.1090, 290.2648, 290.5820, 280.4788, 110.3000.

1. Introduction

We present an estimate of the spatial stray light ef-
fects in the Moderate Resolution Imaging Spectrora-
diometer (MODIS) (see Barnes et al. [1]) on NASA’s
Earth Observing Systems (EOS) Aqua satellite [2].
The authors of this paper are part of NASA’s Ocean
Biology Production Group, which is responsible for
producing ocean color products fromMODIS on Aqua
[3]. Therefore, the focus of this investigation is on the
MODIS ocean color bands (MODIS bands 8–16, cor-
responding to wavelengths from 412 to 870nm),
which all have a nadir resolution of 1km × 1km.

MODIS is a scanning radiometer, with 10 detectors
simultaneously recording for each ocean color band,
resulting in 10 scan lines per scan. The MODIS op-
tics are described by Waluschka et al. [4]. The first
four optical surfaces are mirrors (scan, fold, primary,
and secondary), with a field stop between the pri-
mary and the secondary mirrors. The three mirrors
before the field stop are the fore-optics; the following
optical elements the aft-optics. For bands 8–12, two

beam splitters (in reflective mode) direct the light to
the visible (VIS) focal plane, with three objective as-
sembly lenses (E1, E2, E3) focusing the light onto the
detectors. There are a total of nine optical elements
in the light path to the VIS focal plane, and each ele-
ment can produce scatter. The two largest sources for
scatter are expected to be the first objective lens
assembly, E1, and the primary mirror [5].

A point-spread function (PSF) is required to cor-
rect for stray light artifacts that are associated with
contamination of the currently viewed pixel by light
from outside the nominal field of view (FOV) of the
current pixel. The PSF is defined here as

Lmðx0; y0Þ ¼
X
i;j

PSFði − x0; j − y0Þ · LTði; jÞ; ð1Þ

where Lmðx0; y0Þ is the measured radiance from pixel
ðx0; y0Þ and LTði; jÞ is the true radiance of pixel ði; jÞ.
The first pixel index is for the scan direction [x0 and i,
1–1354 in the case of MODIS; MODIS has 1354 1km
frames (or pixels) per scan line], the second for the
track direction (y0 and j, 1–2040 in a typical MODIS
Level 1B data file [6], also called “granule;” a typical
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MODIS granule contains 204 scans, so, for an ocean
color band with 10 detectors, there are 2040 scan
lines per granule). The summation should ideally
cover all directions from which light enters the sen-
sor but is, in practice, limited by the actual size of the
image. The PSF is normalized to 1:

X
i;j

PSFði; jÞ ¼ 1: ð2Þ

The above definition is very similar to the definition
used in Huang et al.[7]. However, the focus of Huang
et al. was the stray light contamination for MODIS
land bands directly adjacent to the stray light source,
and they were interested in effects occurring at dis-
tances of less than 500m. For the MODIS ocean
bands, 1km is the smallest usable distance to a stray
light source (and, in the case of ocean next to a cloud,
even the pixels directly adjacent to the cloud are so
strongly contaminated by stray light that they are
unusable), so the simplified PSF model used by
Huang et al. cannot be applied to the ocean bands.

Zong et al. [8] developed a matrix-based correction
approach for spectral stray light that allows the re-
trieval of the original image with relatively small
computational cost. Recently, this approach was
transferred to spatial stray light and successfully
demonstrated for a CCD-array imaging radiometer
[9]. Considering the enormous amounts of data pro-
duced by MODIS Aqua daily (about 35Gbytes=day
for Level 1B files with ocean color bands only), this
approach could provide the opportunity for correct-
ing all MODIS Aqua ocean color data for spatial stray
light effects. However, a necessary requirement for
an improvement in the resulting data set is that
the sensor PSF is sufficiently well known. Unfortu-
nately, the PSF was not directly measured by the
instrument vendor, because NASA’s instrument spe-
cifications for MODIS did not require this.

Sections 2 and 3 of this paper describe the PSF
model creation for MODIS Aqua and Section 4 de-
scribes the resulting PSF. In Section 5, the PSF is
applied to artificial scenes, showing that, even at a
distance of 50 pixels from a large cloud, the correc-
tion can be significant. The intensity of the correction
depends strongly on the size of the cloud and varies
from band to band. Section 6 looks at cloud edge
effects in real images.

2. Prelaunch Characterization

MODIS was characterized by Santa Barbara Remote
Sensing (SBRS), California. Line-spread functions
(LSFs) were acquired in two different modes:

1. varying the slit position by fractions of a pixel
to determine the modulation transfer function
(MTF), and

2. keeping the slit position constant, but insert-
ing neutral density filters and measuring at different
light intensities.

With the second method, the response of pixels far
away from the slit measured with a high light inten-
sity (so high that the slit measurements actually sa-
turate) can be related to measurements of moderate
light intensity without saturation. This type of LSF
is called near-field response (NFR) by SBRS, see
Hurt and Derrick [10]. The dynamic range of the
MTF measurements is about 103; for the NFR mea-
surements, it is about 107. To characterize the sys-
tem response to a bright target located several
pixels away, NFRmeasurements are needed. MODIS
NFR was only characterized in the along-scan direc-
tion, not in the along-track direction. MODIS MTF
was characterized for both directions.

The MODIS Aqua NFR measurements are de-
scribed by Harvey–Shack functions by Derrick [11].
Harvey–Shack functions are often used to chara-
cterize the bidirectional reflectance function of spec-
ularly reflecting surfaces (see, e.g., [4,12]). The
Harvey–Shack functions used by SBRS have the
form

ρ ¼ A ·
�jðsinðθ þ ϕ0Þ − sinðϕ0ÞÞj

0:01

�
m
· ðIFOV · magÞ2;

ð3Þ

where ρ is the reflectance, θ is the scatter angle, and
IFOV ¼ 0:001418 is the instantaneous FOV in ra-
dians. For the fore-optics, ϕ0 is the incidence angle
for the scan mirror, and mag ¼ 1 is the magnifica-
tion. For the aft-optics, ϕ0 is the incidence angle
for the first beam splitter, and mag ¼ 4 is the mag-
nification. The fit parameters A and m are called
Harvey–Shack parameters and are provided for
the individual optical surfaces in Waluschka et al.
[4]. Note that the Harvey–Shack parameters for
MODIS in Derrick [11] apply to the whole sensor,
not its individual parts.

The model for MODIS was created by Young [13].
It predicts the measured response for pixels further
than 1 pixel away from the slit. The model uses the
sum of two Harvey–Shack functions if the direction
of the incoming light is not blocked by the field stop
(i.e., both fore- and aft-optics produce stray light that
reaches the detector), but only one Harvey–Shack
function if the direction of the incoming light is
blocked by the field stop (i.e., only the aft-optics pro-
duces stray light that reaches the detector). This ef-
fect creates two distinct regions with different slopes
on each side of the peak of the NFR measurements.
Note that the position of the transition between the
two regions is band dependent in the scan direction
and detector dependent in the track direction, deter-
mined by the location of the band/detector relative to
the field stop; see Figs. 1 and 2.

The parameters A and m of Eq. (3) were fitted by
SBRS to the MODIS Aqua NFR measurements for
both regions [11]. As an example, the results for band
11 are A ¼ 0:28 and m ¼ −1:8 for outside the field
stop, and A ¼ 1:15 and m ¼ −1:6 for inside the field
baffle. The NFRmeasurements are only available for
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detector 5, so we will assume that the Harvey–Shack
coefficients of this detector are representative for all
10 detectors. The measured NFR values in Fig. 1 are
slightly higher than the modeled values after the
peak (right side of Fig. 1). Generally, data measured
after the peak are less reliable due to hysteresis of
the detectors and were not used in the fitting of
the Harvey–Shack parameters by SBRS. The data
points directly adjacent to the slit and the slit itself
(i.e., the three central pixels in the scan direction)
were not used in the fit; their inclusion into the
PSF is described in the following section.

3. Derivation of the PSF

The general shape of the PSF is given by the Harvey–
Shack-based model from SBRS. The along-track
scattering Harvey–Shack parameters (which were
not measured) are assumed to be identical to the
along-scan parameters. The crucial step for the crea-
tion of the PSF from the SBRS model is the normal-
ization of the central pixels relative to the SBRS
model. The approach chosen here is to estimate
the PSF of the central 3 × 3 pixels based on

• the LSFs in the along-track direction measured
for the MTF characterization, and

• the theoretical value for the adjacent pixel in
the scan direction without scattering.

The results are given in Table 1 as a function of
p0 ¼ PSFð0; 0Þ, the value of the PSF for the central
pixel (x0; y0), i.e., the maximum of the PSF. Without
scattering, the preceding and following pixel in the
scan direction measure 12.5% of the total energy
[14], the central pixel 75%, so the preceding and
following pixel each measure 0:125=0:75 of the
intensity of the central pixel (about 17%); see

Nishihama [15]. In the track direction, the preceding
and subsequent pixels measure 5% of the intensity of
the central pixel {according to prelaunch measure-
ments, see Barnes et al. [1], Fig. 3(a)}. For complete-
ness, we assume that the along-track scattering is
similar even for the pixels that are not directly illu-
minated, so that the pixels which precede or follow
the central pixels in the track direction (the corner
pixels of the central 3 × 3 pixels, a total of four pixels)
measure 5% of the theoretical value for the ad-
jacent pixel in the scan direction, or about 0.8%
(0:05 · 0:125=0:75).

The normalization constant p0 is then optimized so
that the resulting PSF reproduces the NFRmeasure-
ments. Since the SBRS model is already optimized
for the NFR measurements, this yields consistent
PSF values for the central 3 × 3 pixels relative to
the remaining pixels. As a last step, the PSF is nor-
malized to 1 [see Eq. (2)].

4. Resulting PSF

The sum of the PSF of the central 3 × 3 pixels for
MODIS Aqua band 11 is 0.9971. This means a frac-
tion of 1:0 − 0:9971 ¼ 0:0029 (about 0.3%) is scat-
tered into the remaining pixels. For MODIS Terra,
Qiu et al. [5] reported a value of 0.9932 for band
11, i.e., significantly more (1:0 − 0:9932 ¼ 0:0068,
about 0.7%, i.e., more than double) scatter than we

Fig. 1. Left, NFR measurements (diamonds) and NFR modeled from PSF (solid curve) for MODIS Aqua band 11. Right, MODIS Aqua
band 11 PSF in track direction (solid curve) and scan direction (dashed curve).

Table 1. Modeled PSF of the 3 × 3 Central Pixels

Scan Index Track Index Value

0 0 p0

�1 0 0:125=0:75 · p0

0 �1 0:05 · p0

�1 �1 0:125=0:75 · 0:05 · p0
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find in MODIS Aqua. The agreement between mod-
eled and measured NFR is shown in Fig. 1 for Aqua
band 11; the modeled PSF is shown in Fig. 1 as well.
All 10 detectors are assumed to have the same
Harvey–Shack coefficients as detector 5, but their
PSFs are different due to their different positions
on the focal plane relative to the MODIS field baffle,
which can be seen in Fig. 2. Note, also, that the posi-
tion of the band on the focal plane influences its PSF:
bands 11 and 16 are on different sides of the focal
plane, and the PSF plateau in the scan direction is
longer before the peak in band 11 (Fig. 1), but longer
after the peak in band 16 (Fig. 2).

The equivalent of the NFR plot in Fig. 1 (left) has
been shown in Qiu et al. [5] for MODIS Terra. Qua-
litatively, the NFR measurements of both MODIS in-
struments are similar, but the MODIS Aqua NFR
measurements are generally lower, i.e., there is more
stray light in MODIS Terra. This was expected,
because the mirrors used in MODIS Aqua were of
better quality than those in MODIS Terra.

The equivalent of the PSF plot in Fig. 1 (right) is
also shown in Qiu et al. [5] for MODIS Terra. Thirty
pixels away from the center peak, the PSF of MODIS
Terra is a little less than 1 × 10−6, whereas, for
MODIS Aqua, it is 4:5 × 10−8. Unfortunately, the
PSF model used in Qiu et al. [5] is unavailable; the
publication is the only source of information we
can use.

5. Application to Test Images

Following the method outlined in Qiu et al. [5], an
artificial image with 512 × 512 pixels was created
with the left (or right) half of the image containing
cloud radiances (Lcloud), and the other half contain-
ing typical radiances (Ltyp); see Fig. 3. Qiu did not
define if the cloud is at the beginning of the scan

or end of scan (EOS), so we calculated both cases
(i.e., the cloud either in the left or the right half of
the image). The PSF was applied to the artificial
image to simulate the scattering of MODIS. The ra-
diance error Leðx0; y0Þ of pixel ðx0; y0Þ is the difference
of the simulated image with scatter Lmðx0; y0Þ and
the artificial input image LTðx0; y0Þ:

Leðx0; y0Þ ¼ Lmðx0; y0Þ − LTðx0; y0Þ; ð4Þ

where Lmðx0; y0Þ is calculated with Eq. (1).
The radiance errors are shown in Fig. 4 as a func-

tion of (horizontal) distance to the cloud, evaluated
along the center of the image (see dashed line in
Fig. 3). A Lcloud/Ltyp ratio of exactly 20 was chosen
in Fig. 4 to ensure comparability to data in Qiu et al.
[5]. The values for MODIS Terra were read from the
figure in Qiu et al. [5], and are, therefore, only ap-
proximate. It can be seen that the contamination
of MODIS Aqua band 11 top-of-atmosphere (TOA)
radiances due to a large cloud is significant (1% con-
tamination 8 or 13km away from the cloud, for the

Fig. 2. Modeled MODIS Aqua PSF for band 16, detector 1 (left) and detector 10 (right).

Fig. 3. Artificial test images used in Section 5: large cloud (left)
and small cloud (right). Hatched areas indicate clouds. Dashed line
shows location where radiance error was evaluated. Length of this
line and size of small cloud are not to scale.
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cloud being at the beginning or end of scan, respec-
tively), but the contamination is much less than for
MODIS Terra (1% contamination 21 pixels away
from the cloud). Note that, 40km away from the
cloud, MODIS Terra contamination is about 50%
higher than for MODIS Aqua, but 2km away from
the cloud, MODIS Terra is more than twice as high.

Figure 5 shows the expected response at the edge
of a semi-infinite cloud for all MODIS Aqua bands,
using a Lcloud/Ltyp ratio of 20 for all bands.
Although this is not realistic, it shows the spectral
dependence of the sensor inherent stray light effects
due to the PSF very well. Bands 8–10 have the high-
est stray light effects for a constant ratio of Lcloud/
Ltyp; bands 11–16 are all very similar.

A more realistic estimation of the stray light ef-
fects in ocean scenes uses the ratio of Lcloud/Ltyp
(using the values from theMODIS specification docu-
ment [16]) given in Table 2, and the results are
shown in Fig. 6. Band 11 happens to be the band with
the lowest stray light effects (10 pixels away from the
cloud, Le is 1.1% of Ltyp), and band 13 has by far the
highest. Bands 15 and 16 have very similar stray
light effects, which is an advantage for the ocean col-
or atmospheric correction. Note that band 13 has a
much stronger stray light response than band 14.
This could be a problem for the fluorescence line
height (FLH) algorithm, which critically depends
on the radiance difference between those two bands.
But it is not clear whether the stray light response

difference between bands 13 and 14 is real or a char-
acterization artifact, because it is surprising that the
stray light characteristics are that different for two
bands whose wavelengths are so close together (sepa-
rated by 11nm; see Table 2).

The cloud used in Figs. 4–6, is very large. The effect
from a much smaller cloud (a single cloud of size 10 ×
10 pixels with a radiance of Lcloud, inside an area of
size 512 × 512 pixels with a radiance of Ltyp; see
Fig. 3) can be seen in Fig. 7, using ratios Lcloud/Ltyp
from Table 2. Ten pixels away from the cloud, the con-
tamination is a little less than 0.3% for band 11.

The strong variation of stray light contamination
among the bands is partly due to the different
Lcloud/Ltyp ratios, and partly due to different PSFs
(see the strong variation in the sum of the PSF of the
central 3 × 3 pixels shown in Table 2). The between
band variation is problematic for the ocean color pro-
ducts, because often stray light is removed from the
ocean color products because it is (erroneously) char-
acterized as aerosol contribution; the quality of the
derived products suffers if the stray light contribu-
tion has a different wavelength dependency than
the aerosol reflectance.

6. Cloud Edge Effects in Real Images

Stray light effects due to the sensor will appear in
ocean images as elevated TOA radiances Lt of ocean
pixels in the vicinity of clouds. It is important to note

Fig. 4. Contamination of TOA radiances over ocean due to a large
cloud (semi-infinite) for band 11. Ratio Lcloud/Ltyp is 20.

Table 2. Specifications [16] for the MODIS Ocean Color Bands and Ratio of Sum of 3 × 3 Central PSF Pixels to Total PSF (i.e., Sum of
PSF with 512 × 512 Elements) for MODIS Aquaa

Band 8 9 10 11 12 13 14 15 16

Center wavelength (nm) 412 443 488 531 551 667 678 748 869
Ltyp 44.9 41.9 32.1 27.9 21.0 9.5 8.7 10.2 6.2
Lcloud 573 585 539 538 528 471 440 373 286
Lcloud/Ltyp 12.8 14.0 16.8 19.3 25.1 49.6 46.3 36.6 46.1
PSF ð3 × 3Þ=PSF ð512 × 512Þ 0.9952 0.9933 0.9965 0.9973 0.9970 0.9956 0.9954 0.9967 0.9970
aRadiance units are W=ðm2 μmsrÞ.

Fig. 5. Contamination of TOA radiances over ocean due to a large
cloud (semi-infinite) for bands 8–16. The cloud is at the end of the
scan (EOS). Stars indicate band 11 for better readability. Ratio
Lcloud/Ltyp is 20 for all bands.
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that a certain increase of Lt next to clouds is ex-
pected, e.g., due to scattering effects in the atmo-
sphere or subpixel clouds. This increase is a topic
of current scientific investigation [17–20].

As an initial step, a simple algorithm was used to
quantify the increase of the radiances in the vicinity
of clouds. Three MODIS granules (see Fig. 8) were
processed with SeaDAS [21] from L1A data (uncali-
brated digital numbers) to TOA radiances. One

MODIS granule contains about 200 scans, or 2.75
million pixels. An ocean pixel is defined here as a
pixel with a valid chlorophyll retrieval. The SeaDAS
cloud flag was used to identify clouds, and it uses a
TOA reflectance of 0.027 in band 16 as a threshold.
Then the average radiance of all the ocean pixels ad-
jacent to the cloud flag (either in the track or the scan
direction, or diagonal) was calculated. These pixels
were labeled with “Distance to cloud 1.” Then all

Fig. 6. Contamination of TOA radiances over ocean due to a large cloud (semi-infinite) for bands 8–16. The cloud is at the EOS. Stars
indicate band 11 for better readability. Ratio Lcloud/Ltyp is taken from Table 2.

Fig. 7. Contamination of TOA radiances over ocean due to a small cloud (10 × 10 pixels) at the EOS. Ratio Lcloud/Ltyp is taken
from Table 2.
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the pixels adjacent to the pixels labeled “Distance to
cloud 1” were identified, labeled “Distance to cloud
2,” and their average was calculated. If a pixel was
already labeled with “Distance to cloud 1” (because
it was 1 pixel away from another cloud), it was not
included in the second average. This was continued
until “Distance to cloud 39.” An example for the cal-
culation of “Distance to cloud” is given in Fig. 9.

The number of pixels for each “Distance to cloud” is
shown in Fig. 10 for each granule. It can be seen that
most of the ocean pixels are actually very close to
clouds (note the logarithmic scale). About half of
the ocean pixels (e.g., 52% for all MODIS Aqua gran-
ules from 6 September 2002) are within a 5 × 7 mask
around clouds. A 5 × 7 mask is used in the opera-
tional ocean color processing to flag stray light con-
taminated pixels; these pixels are not used to
calculate level 3 data in the operational processing.
Excluding those pixels, the average “Distance to
cloud” is still about 12. So the true typical distance
between a cloud edge and an unflagged ocean pixel
is probably between 15 and 20km, considering that
(1) the “Distance to cloud” as defined here is actually
a square and not a circle, and (2) the distance be-
tween pixels in the scan direction increases for high
scan angles.

The average Lt for each set of pixels’ “Distance to
cloud x” (with 1 ≤ x < 40) is shown in Fig. 11. It can
be seen that the radiances increase significantly
when approaching a cloud, by about 5% for the short-
er wavelength bands and by up to 40% for the near-
IR (NIR) bands. As noted above, this increase is most
likely due to both a real increase of the TOA ra-
diances and scattering due to the sensor. Part of
the reason for the increase could also be that it is
more likely to find a large, cloud-free area at nadir
than at the edge of the scan (Lt is lower at nadir than
at the edge of the scan by about 50%). It is not clear
why the radiances are often lower at “Distance to
cloud 20” versus “Distance to cloud 39,” especially
in the red and NIR. It is possible that the small num-
ber of pixels at large distances does not yield a repre-
sentative sampling. Note that the MODIS Aqua
cloud mask [covering two (three) pixels adjacent to a
cloud in the track (scan) direction] excludes the stee-
pest part of the curves from ocean color processing,
eliminating the largest stray light effects.

Figure 11 also shows the results for SeaWiFS
[3] data (MLAC data files S2003070224619 and
S1999117171012). SeaWiFS has more sensor intrin-
sic stray light than MODIS Aqua, but a stray light

Fig. 9. Example of calculation of “Distance to cloud” for an area of
6 × 6 pixels with two distinct clouds. Hatched areas are pixels iden-
tified as clouds, numbers indicate “Distance to cloud” value for
remaining pixels.

Fig. 10. Number of occurrences (or number of pixels) for each
“Distance to cloud” in the investigated data files. The black,
red, and blue curves are for Aqua granules A20030701810,
A20030702305, and 20031271435, respectively. The green curves
are for SeaWiFS MLAC data, files S2003070224619 and
S1999117171012 (only scan lines 4712 to 7439 were used from
the first file, lines 4512 to 7254 from the second file, and lines
10,000 to 12,900 from the second file (dashed curve).

Fig. 8. Browse images for MODIS Aqua granules A20030701810, A20030702305, and 20031271435 (left to right), provided by LAADS
Web (http://ladsweb.nascom.nasa.gov/).
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correction has been applied to the SeaWiFS data
[22]. It can be seen that the results are qualitatively
similar toMODIS Aqua, which suggests that, indeed,
the features we see are mainly due to scattering pro-
cesses in the atmosphere. Based on the very limited

amount of data used in this study, it seems that the
rise of Lt when approaching a cloud is steeper in
Aqua than in SeaWiFS.

Figure 12 shows several ocean color products as a
function of “Distance to cloud.” It can be seen that

Fig. 11. Average TOA radiances for each set of pixels “Distance to cloud x” (with 1 ≤ x < 40) for MODISAqua bands 8–16. Radiance unit is
mW=ðcm2 sr μmÞ. The black, red, and blue curves are for granules A20030701810, A20030702305, and 20031271435, respectively. The
green curves are for SeaWiFS MLAC data; see caption of Fig. 10. To fit the plotting range, SeaWiFS radiances (bands 1–3 and 5–8) were
normalized to the starting point of the black curve. MODIS bands 11 and 14 (531 and 678nm) have no direct equivalent in SeaWiFS.

Fig. 12. Average ocean color products for each set of pixels “Distance to cloud x” (with 1 ≤ x < 40) for MODIS Aqua and SeaWiFS. Water-
leaving radiance (nLw) unit is mW=ðcm2 sr μmÞ, chlorophyll unit is mg=m3, AOT (taua) and epsilon are dimensionless. The black, red, and
blue curves are for granules A20030701810, A20030702305, and 20031271435, respectively. The green curves are for SeaWiFS MLAC
data; see caption of Fig. 10. Themissing SeaWiFS line for chlorophyll is out of the plotting range (minimum value of that curve is 0.2, with a
shape similar to the black curve).
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there is a general trend of the water-leaving ra-
diances to increase when approaching a cloud. The
aerosol optical thickness (AOT) shows a drastic in-
crease when approaching a cloud (which is expected),
epsilon (the ratio of the aerosol reflectances of bands
15 and 16, see Gordon and Wang [23]) does not show
a consistent behavior. The analysis of these results is
still in progress. The variation among the curves in
the chlorophyll plot suggests that many more gran-
ules are needed to derive an average trend. However,
it is encouraging that the two MODIS curves for
granules with deep water only (blue and red) are gen-
erally similar (the black curve is for theMODIS gran-
ule containing coastal regions and its pattern is
clearly different from the blue and red curves, espe-
cially for chlorophyll).

7. Conclusions and Outlook

The PSF presented here requires further testing. We
are planning to apply the correction approach from
Zong et al.[9] to real MODIS data to quantify the
effect of stray light on the retrieval of chlorophyll,
water-leaving radiance, and AOT. Currently, a 5 × 7
mask is applied around cloud pixels (5 pixels in the
track direction, 7 pixels in the scan direction; i.e., for
a clear ocean scene contaminated by 1 cloudy pixel,
35 pixels are masked), which has significantly im-
proved the agreement between the AOT of MODIS
Aqua and the SeaWiFS sensor; see Franz et al. [3].
This mask indeed removes the steepest part of the
Lt curves; see Fig. 11. However, it also excludes a
large amount of data (about 50% of the ocean pixels)
from the level 3 processing.

The effects of the MODIS PSF as simulated here
are substantial. Even for a relatively small cloud
(10 × 10 pixels; see Fig. 7), the stray light contamina-
tion 5 pixels away from the cloud is larger than the
ocean color uncertainty goal of 0.5% [24]. We are not
sure yet whether these effects are real or if they are
largely due to an inaccurate characterization. In both
cases, this underscores the need for a high-quality
prelaunch stray light characterization for remote
sensing ocean color sensors.

It is not obvious what level of stray light contam-
ination is acceptable. In ocean color, errors that are
spectrally correlated are much less harmful than
those that are not. The spectral dependency of
MODIS stray light contamination for ocean scenes
is dominated by the high Lcloud/Ltyp ratio in the
NIR; see Table 2. Figure 12 suggests that, without
a stray light correction, the water-leaving radiances
of MODIS Aqua decrease with increasing distance to
the nearest cloud. This result is preliminary, but if
confirmed, we expect a stray light correction algo-
rithm to reduce this dependency.

It appears that the stray light contamination is
about twice as high in MODIS Terra than in MODIS
Aqua for band 11. It should be possible to confirm or
disprove this result by analyzing MODIS Terra and
Aqua images. However, MODIS Terra ocean color
products have had severe accuracy issues [25], which

make a comparison problematic. Recent improve-
ments to the data quality [26] may enable such
studies.

According to the simulated cloud images, band 13
has a far higher stray light contamination than band
14. The FLH algorithm is very sensitive to differ-
ences in bands 13 and 14. Therefore, the FLH algo-
rithmmay be a good tool to evaluate the usefulness of
a stray light correction for MODIS Aqua.
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Jim Young from SBRS/Raytheon for the Harvey–
Shack modeling. Suggestions from the anonymous
reviewers improved this manuscript. Several figures,
both tables, and parts of the text have been pre-
viously published in [27].
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